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ABSTRACT
Image inpainting, which aims to fill the missing holes of the images,
is a challenging task because the holes may contain complicated
structures or different possible layouts. Deep learningmethods have
shown promising performance in image inpainting but still, suffer
from generating poor-structured artifacts when the holes are large
and irregular. Some existing methods use edge inpainting to help
image inpainting, with binary edge map obtained from image gra-
dient. However, by only using the binary edge map, these methods
discard the rich information in image gradient and thus leave some
critical issues (e.g. , color discrepancy) unattended. In this paper, we
propose Gradient Augmented Inpainting Network (GAIN), which
uses image gradient information instead of edge information to
facilitate image inpainting. Specifically, we formulate a multi-task
learning framework which performs image inpainting and gradient
inpainting simultaneously. A novel GAI-Block is designed to en-
courage the information fusion between the image feature map and
the gradient feature map. Moreover, gradient information is also
used to determine the filling priority, which can guide the network
to construct more plausible semantic structures for the holes. Ex-
perimental results on public datasets CelebA-HQ and Places2 show
that our proposed method outperforms state-of-the-art methods
quantitatively and qualitatively.
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1 INTRODUCTION
Image inpainting [5] is a critical task in multimedia applications,
especially in the computer vision area. As an imperative technique
for image editing tasks, image inpainting aims to fill the missing
hole regions (i.e., masked area) of an image based on the background
regions (i.e., unmasked area), which can be used for tasks like image
or video completion, recovery, distracting objects removing and
replacing. However, it is challenging to make the reconstructed
hole regions consistent with the background regions semantically
for image inpainting models due to the complicated structures and
different possible layouts inside the holes.

Traditional methods for image inpainting [3–5, 9, 10] mostly
lie into two parts: diffusion-based and exemplar-based. Exemplar-
based methods search exemplar patches and paste them to fill the
mask. They can produce vivid images but suffer from high time cost
for searching exemplar patches. On the other hand, diffusion-based
methods reconstruct the current patch with the features around the
patch. Compared with exemplar-based methods, diffusion-based
methods can produce images with remarkable speed but always
generate over-smoothed patches or artifacts. Due to the size limit
of the patches, all these methods cannot gather high-level informa-
tion from the image to provide images with compelling semantic
structures consistent with the background regions.

With the help of deep learningmethods, diffusion-basedmethods
have been improved significantly. GAN [13] furthermore improve
the vividness of the generated images.Manymethods based onGAN
show promising results for image inpainting tasks [17, 29, 43, 44]
compared with methods based on maximum likelihood estimation
[8, 46, 47]. Nevertheless, when the mask is too large, or the area
around the mask is too complicated, these methods may reconstruct
the missing regions with artifacts or irrational structures owing
to the limited size of the receptive field. To increase the receptive
field, these methods have to increase the number of downsampling
layers or use dilation layers with larger rates, which are harmful to
generating high-quality images.
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(a). Original Masked EC [29] Ours

(b). Original Masked w/o MSP Ours

(c). Original Masked Inpainted Gradient

Figure 1: The motivation of our proposed method. (a). Some ex-
isting methods like [29] use binary edge map inpainting to guide
image inpainting in generating images with better semantic struc-
ture, but they are still with color discrepancy; (b). When themask is
too large, the synthesized image may be blurry or with incomplete
structure (w/o MSP). We propose our model leveraging image gradi-
ent information with well-tailored GAI-Block and mask shrinkage
priority (MSP) to handle these two issues. (c). Sample images with
high quality generated by our proposed model. For the columns
from left to right are the original images,masked images, our image
inpainting results, and our gradient inpainting results. For better vi-
sualization the values for both gradient andmask are reversed. Best
viewed in color and with zoom in.

Some existing methods [29, 39] used edge inpainting to guide
image inpainting andmade some promising improvement. The edge
map, which is obtained from image gradient and translated into a
binary map, can define shapes and spaces in the image and help
the model hallucinate the structure inside the holes. But the binary
edge map discards the fruitful information in the image gradient,
leaving some critical issues like color discrepancy unaddressed,
leading to the inconsistency between the holes and the background
regions.

We propose Gradient Augmented Inpainting Network (GAIN)
in this paper which leverages image gradient for image inpainting.
Compared with the edge map, the image gradient is natural to ac-
quire without any postprocessing steps. Previous works [23, 27, 31]
show that image gradient plays an important role to resolve the
color discrepancy issues in image editing and blending. Inspired by
these works, we can inpaint images with both superior semantic
structures and robust color consistency with the help of image gra-
dient. Specifically, our image inpainting model is trained with an
auxiliary gradient inpainting task. Our model is a two-branch style
network with GAI-Block, which is well-tailored to encourage the in-
formation sharing between image feature map and gradient feature
map in the network. Furthermore, we calculate priorities based on
gradient feature map and fill the holes in order according to these
priorities, to alleviate the harm of dilation layers. Our method can
generate images which have plausible semantic structures without
blur or artifacts.

The main contributions of our work are listed as follows:

• We propose a one-stage network for image inpainting with gra-
dient inpainting as an auxiliary task. In this network, we design
a novel convolution block named GAI block, which facilitates
the information fusion between image feature map and gradient
feature map.

• We design the mask shrinkage priority based on gradient infor-
mation to achieve better semantic structure and avoid artifacts
caused by dilation layers.

• We show that our method outperforms the state-of-the-art meth-
ods on face image dataset CelebA-HQ and scene recognition
dataset Places2 qualitatively and quantitatively.

2 RELATEDWORKS
Traditional image inpainting. Traditional image inpainting

methods can be categorized into two parts: diffusion-based methods
and exemplar-based methods. Diffusion-based methods propagate
neighboring information from available background regions into
the missing holes [3, 5, 12]. However, these methods can only ac-
cess locally available information and also tend to generate over-
smoothing patches. Exemplar-based methods fill in holes by copy-
ing information from similar exemplar patches in the background
regions or a collection of other candidate images [4, 9, 10, 16]. Com-
pared with diffusion-based methods, these methods can provide
images with a plausible structure. Unfortunately, these methods
are computationally expensive when computing similarity scores
between the holes and candidate regions.

Deep image inpainting. Starting from [30], most deep image
inpainting methods train their models by deep feature learning
and adversarial learning with a Context Encoder, an auto-encoder
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liked structure. Some other auxiliary losses like perceptual loss
[18, 40] and Total Variation (TV) loss [18, 24] are introduced to
further improve the quality of the synthesized images. Dilated
convolution layers [42] was applied to increase the receptive field
of the feature map [17]. Similar to exemplar-based methods, many
deep learning methods [11, 32, 44] designed attention or swapping
layers that can search the exemplar patches in the background
feature map for the missing regions in an end-to-end manner. In
[17] the adversarial training is extended with both global and local
discriminators. Compared with traditional methods, deep learning
methods can generate almost realistic images in promising speed.

Deep image inpainting with irregular holes. Most of deep
image inpainting methods target at regular rectangle missing re-
gions [17, 30, 36, 44, 45]. However, the holes are often irregu-
lar in real-world applications. In this case, the above methods
[17, 30, 36, 44, 45] generally cannot perform well. Liu et al. [24]
introduced Partial Convolution for image inpainting, where convo-
lution weights are normalized by the mask area of the window to
eliminate the effects caused by the irregular missing regions. In [43],
Gated Convolution is introduced to split each of the convolution
layers into the product of feature filters and gating filters. Gating
filters learn attentions on the whole feature map to reduce the ef-
fects of irregular holes in an end-to-end manner. The method in
[29] showed promising performance for irregular holes inpainting,
but it is not specially designed for irregular holes.

Image inpainting with image gradient. Image gradient is cal-
culated by the directional change in an image and widely used in
computer vision applications like edge detection [7], image editing
[27, 31], and image blending [23]. For image inpainting task, image
gradient has also been studied to determine the direction or priority
to fill the masked area [6, 9, 34] or calculate patch similarity [1].
All of these works are traditional methods. Our work is the first
deep learning method to use image gradient for image inpainting.

Deep image inpainting with edge map. Instead of image gra-
dient, some deep learning methods use edge information to support
image inpainting. For example, the result of Holistically-nested
Edge Detection (HED) edge detector [38] is used in [43] to guide
the network to generate the masked area. In [29], a two-stage model
is proposed to hallucinate the edge map obtained by Canny edge
detector [7] in the first stage, and the generated edge map can guide
filling the masked regions in the second stage. Xiong et al. [39] split
the whole process into three stages: contour inpainting, edge in-
painting, and image inpainting, to achieve a better structure of the
generated images. These methods struggle with different choices
of edge detectors with different hyper-parameters. Also, compared
with image gradient, the binary edge map is ill-suited for adversar-
ial learning and leave some critical issues in image inpainting like
color discrepancy unsolved. In contrast, our method utilizes natural
gradient information to be fused with image feature information
and determine the filling order, contributing to plausible semantic
structures for irregular holes.

3 METHODS
We leverage the encoder-decoder framework following an adversar-
ial model [13] to generate the masked area (i.e., holes) for inpainting
task, which is similar to most of the methods using deep learning

Figure 2: The overview of the generator for our proposed model.
The inputs are the mask, masked image, and masked gradient map.
The outputs are the filled image and gradient map. Convolution
layer, down-sampling layer, and dilation block are replaced with
GAI-Block (marked with orange dots). Mask shrinkage priority is
applied in dilation block (marked with grey dots).

for image inpainting [30, 41, 44]. LetG be the encoder-decoder net-
work, and D be the discriminator network. The overall architecture
of G can be found in Figure 2.

To inpaint the missing regions with visual-coherent structure
and context, following the network structure [44], our generator
G consists of two branches, in which the first branch focuses on
reconstructing the image structure while the second branch fo-
cuses on reconstructing the image content. The input and output
image sizes are both 256 × 256. The first branch focuses on image
structure, which downsamples the input image twice using two con-
volution layers with stride 2 followed by six dilation blocks. Each
dilation block contains four convolution layers with dilation factors
of (2, 4, 8, 16), which means that for a feature map with a size of
64× 64, two dilation blocks will make sure that each position of the
feature map has a receptive field as large as the whole feature map.
The second branch focuses on image content, which downsamples
the input image twice using two convolution layers with stride 2
followed by two dilation blocks and a context attention block [44].
The context attention block matches the generated feature in the
holes with the features of the known regions, and then selectively
assigns the features from the known regions to the holes according
to the matching scores. The context attention block will improve
the quality of the synthetic images, and its details can be found in
[44]. The output feature maps of two branches are concatenated
and then upsampled twice using bilinear upsampling layers.

We leverage the image gradient to help inpaint the image. The
detailed definition of image gradient will be introduced in Section
3.1. Not only optimizing the network for image inpainting task, but
we also choose to optimize the gradient inpainting task as an auxil-
iary task to assist in image inpainting (in Section 3.2). We input the
network with the mask, masked image, and masked gradient map
and output the reconstructed images and gradient map. We design
GAI-Block (in Section 3.3) to supersede the original convolution
layers, including the down-sampling layers and those in dilation
blocks, which leverages gradient feature map to reconstruct the
image. This block will facilitate the network to gather gradient
features and fuse them with image features to generate images with
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a compelling structure. Furthermore, we define and apply the prior-
ity (in Section 3.4) for mask shrinkage in the network propagation
process, which will alleviate the misleading of the generated image
structure of network propagation. Note that GAI-block is applied
to convolution layers, downsampling layers, and dilation blocks,
while mask shrinkage priority is applied to the first four dilation
blocks in the first branch to help the network generate plausible
images with better structure.

3.1 Definitions
Let I be the groundtruth image and M be the mask where the
available pixels are marked as 1 (i.e., unmasked area) while the
missing pixels in the holes are 0 (i.e., masked area). We define ∇I as
the image gradient map of I. Mathematically, the image gradient is
calculated by the derivatives in the horizontal and vertical directions
of the image. We define:

∇I = (∇Ix ,∇Iy ) = (
∂I
∂x
,
∂I
∂y

). (1)

Where ∂I
∂x and ∂I

∂y are the derivative with respect to horizontal and
vertical direction. We use finite differences to approximate these
derivative, which can be represented by 3 × 3 convolution form:

∇I = (∇Ix ,∇Iy ) =
©«

0 0 0
−1 0 1
0 0 0

 ∗ I,

0 −1 0
0 0 0
0 1 0

 ∗ Iª®¬ , (2)

where ∗ denotes convolution operation. We further define ρ =

arctan(
∇Iy
∇Ix

) as the gradient direction and
√
∇I2x + ∇I2y as the gra-

dient magnitude. Specifically, before we calculate the gradient of
an image, we convert the image to grayscale. For simplicity, in
this paper, we will use gradient magnitude to visualize the image
gradient and reverse the color for better visualization.

Image gradients are robust under different lighting or camera
properties [35], making image gradient a very robust feature. The
most common use of image gradient is edge detection [7, 19] be-
cause pixels with large gradient values are highly possible to be
edge pixels. Edge detectors will search the pixels with local maxi-
mum gradients and trace the direction of the gradients.

In our proposed method, we inpaint the image and gradient map
at the same time. We build up a convolutional neural network G
with N blocks (i.e., , layers, or combinations of layers) following
the encoder-decoder structure. We define I1 = I ⊙ M, M1 = M.
Here ⊙ means element-wise multiplication. For the initial input of
gradient for the network ∇I1, we dilate the size ofM toM0 by 1 and
take ∇I0 = ∇I ⊙ M0 to avoid unreasonable use of the information
inside the masked area. Then ∇I1 is obtained by applying partial
convolution Pconv(∇I0,M0) to propagate the gradient information
and shrink the mask toM1. The detail of partial convolution and
mask shrinkage can be found in Section 3.3. For each type of the
block, we introduce the function G that defines how the block
changes the input to the output. For the k-th block in the network,
we have:

(Îk+1, M̂k+1,∇Îk+1) = Gk (Ik ,Mk ,∇Ik ). (3)

For the whole generator, we have:

(Î, M̂,∇Î) = GN (GN−1(· · ·G1(I1,M1,∇I1))). (4)

Here Î and ∇Î are the reconstructed image and gradient map which
should be as close as possible to I and ∇I. M should equal to 1 (we
define 1 and 0 as the matrices that only contain 1 or 0) which means
all the pixels of the image are fully reconstructed.

3.2 Objective Functions
We have two different objective functions, l1-loss and GAN loss,
for both image and gradient inpainting to reach our goal. l1-loss
calculates the distance between the predict image (resp., gradient
map) and the groundtruth image (resp., gradient map). The l1-loss
for image can be defined as:

LIl1 =
I − Î


1 . (5)

Similarly we can get the l1-loss L∇Il1 for the gradient. l1-loss can
help the generator to synthesize images which are close but coarse
compared with the groundtruth image. Many previous works [17,
30, 43, 44] have combined GAN loss [13] and l1-loss to generate
plausible images and here we are also using these two losses. We
train two discriminator networksDI andDS for image and gradient
map. We choose WGAN [2] with hinge loss and the GAN loss for
an image can be defined as:

LID =EI∼pIdata

(
max

(
0, 1 − DI (I)

))
+ EÎ∼pÎ

(
max

(
0, 1 + DI (Î)

))
,

LIG = − EÎ∼pÎ

(
DI (Î)

)
.

(6)
Where D(x) denotes the output from D, and px denotes the distri-
bution of x . Similarly we can get the l1-loss L∇ID and L∇IG for the
gradient.

GAN [13] learns to generate a data distribution of interest (i.e.,
pÎ ), while the discriminative network distinguishes candidates pro-
duced by the generator from the true data distribution (i.e., pIdata ).
The generative network’s training objective is to increase the error
rate of the discriminative network (i.e., “fool” the discriminator net-
work by producing novel candidates that the discriminator thinks
are not synthesized (i.e., are part of the true data distribution). Some
existing methods alleviate edge map to guide image inpainting also
use GAN for edge inpainting. They take the binary edge map as
the true data distribution and soft generated edge maps as the syn-
thesized distribution. It is ill-suited because the discriminator can
distinguish the candidates by the values. Compared with the binary
edge map, the image gradient map is more suitable for GAN.

The overall loss function for the generator G of our proposed
method is:

L = LIG + λl1L
I
l1 + λ∇I(L

∇I
G + λl1L

∇I
l1 ). (7)

Here λ∇I and λl1 are the parameters to balance between l1-loss
and GAN loss. We choose λ∇I = 0.1 and λl1 = 100 in the training
process of our proposed method.

3.3 GAI-Block
We replace the vanilla convolution layer with a more complicated
but well-designed block, called GAI-Block, which gathers gradi-
ent information from the current feature map and propagate this
information to the masked area. The block contains two flows: im-
age feature flow and gradient feature flow. In each block, partial
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Figure 3: An illustration of the GAI-Block Gi . Here feature sum
means element-wise sum for the image feature map and gradient
feature map.

convolution and gradient filter are applied to propagate the infor-
mation within each flow and share information across two flows.
The detailed structure can be found in Figure 3. Before we introduce
this block, let us review the two key modules in this block: partial
convolution [24] and gradient filter.

Partial Convolution. We apply partial convolution in GAI-
Block to propagate information from background regions to the
holes and pass the information from gradient feature flow to image
feature flow. Let W be the convolution filter weights, and b be the
corresponding bias. X are the feature values for the current convo-
lution window, andMx is the mask with binary values for the same
window. We first state how the mask changes during the partial
convolution. The maskm will be updated as:

m′ =

{
1 if sum(Mx ) > 0,
0 otherwise .

(8)

Here m′ is the value for the mask corresponding to Mx , sum(·)

calculates the sum of the elements. All the pixels with at least
one available pixel in the window before the convolution will be
unmasked pixel after applying partial convolution. As we can see
that after each partial convolution, some of the values for the mask
M will change from 0 to 1, which means that the masked area is
shrunken. We call this process as mask shrinkage.

Then partial convolution in [24] is defined as:

x ′ =

{ a
sum(Mx )

W ∗ (X ⊙ Mx ) + b ifm′ = 1,
0 otherwise,

(9)

in which a is the area of convolution window, x ′ is the convolution
output of X.

Based on eq. (8) and (9), we define (X′,M′) = Pconvi (X,M;θi )
as a partial convolution layer, which outputs a new feature map X′

and an updated mask M′ with each entry being x ′ in eq. (9) and
m′ in eq. (8) respectively. For ease of description, we additionally
define the mask shrinkage function ωi (M;θi ) for Pconvi .

Gradient filter. Gradient filter is applied in GAI-Block to cal-
culate the gradient of the image feature map and fuse it with the
gradient feature map. Similar to the definition of the image gradient
in eq. (2), we define the gradient feature map of image feature map
X as ∇X. Different from image gradient map ∇I which is calculated
based on the grayscale image converted from I, gradient feature
map will calculate gradients on each channel of the feature map
X and output a feature gradient map ∇X with doubled number of
channels.

When calculating the gradient of the unmasked feature map, the
gradient on the mask boundary should be excluded because the

masked feature map is unknown. So the available region of gradient
feature map should be the maskM dilated by 1. The inverse process
of mask dilation by 1, i.e., mask erosion by 1, could be implemented
by convolution with kernel size 3, stride 1, and dilation rate 1.
We use ωд(·) to denote mask erosion and ω−1

д (·) to denote mask
dilation. Then, the available region of the gradient feature map will
be ω−1

д (M) after applying the gradient filter. We use Grad(X,M) =

(∇X,ω−1
д (M)) to indicate the process of calculating the gradient

feature map ∇X with dilated mask ω−1
д (M).

GAI-Block. The overall structure of GAI-Block is shown in Fig-
ure 3. We calculate the image feature map and gradient feature map,
which share information with each other.

For the block Gi with input of (Ii ,∇Ii ,Mi ), we split them into
image feature map with mask (Ii ,Mi ) and gradient feature map
with mask (∇Ii ,Mi ). We first apply two partial convolution layers
to (Ii ,Mi ) and (∇Ii ,Mi ), yielding an intermediate image feature
map with mask (I′i ,ωi (Mi )) and an intermediate gradient feature
map with updated mask (∇I′i ,ωi (Mi ))

(I′i ,Mi+1) = PconvI I (Ii ,Mi ),

(∇I′i ,Mi+1) = PconvGG (∇Ii ,Mi ),
(10)

in which we haveMi+1 = ωi (Mi ). After obtaining another interme-
diate image feature map with mask PconvGI ((∇Ii ,Mi )) and gradi-
ent feature map with mask PconvIG (Grad(I′i ,Mi+1)), we sum two
intermediate image feature maps and two intermediate gradient
feature maps separately while the mask remains unchanged:

(Ii+1,Mi+1) = (I′i ,Mi+1) + PconvGI (∇Ii ,Mi ),

(∇Ii+1,Mi+1) = (∇I′i ,Mi+1) + PconvIG (Grad(I′i ,Mi+1)).
(11)

The design of GAI-block could ensure that the masks of two in-
puts for summation are identical. Note that PconvGG , PconvI I and
PconvGI in each block Gi have the same hyper-parameters (i.e.,
kernel size, stride, dilation) determined by Gi yet different convo-
lution filter weights. PconvIG has fixed kernel size 3, stride 1, and
dilation rate 1. All the convolution kernel weights are different
across different blocks.

In previous image blending and editing works [23, 27, 31], the
benefit of utilizing gradient information has also been demonstrated.
Compared with partial convolution [24], GAI-Block will help the
network get better color consistency between the holes and the
background regions, especially when the network is combined
with gradient inpainting. We conjecture that with the help of the
GAI-Block, gradient information is stitched into image feature in-
formation, which can help the model learn stable features from
unmasked regions and propagate the gradient information to the
entire image.

3.4 Mask Shrinkage Priority
Partial convolution provides a great idea of isolating the features of
the unmasked regions from the masked regions. On the one hand,
the kernel of the convolution layers cannot be too large in case the
mask shrinks too fast. Partial convolution will be less effective due
to the lack of available contextual information for the patches on
the mask border when the kernel size is too large. On the other
hand, the kernel size of the convolution layers cannot be too small,
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Figure 4: An example of applying the mask shrinkage priority. The leftmost image is the original image, then from left to right is how the
mask (white area) shrinks and turns into the rightmost image which is fully synthesized by our proposed model.

because small kernel size leads to the small receptive field of each
pixel, which will hinder the reconstruction of a better structure.

In [25], several downsampling layers are applied to enlarge the
receptive field. However, it might cause the synthesized images to
have checkerboard artifacts. Alternatively, many methods use dila-
tion convolution [29, 39, 43, 44] to get a larger receptive field, which
is similar to using a larger kernel but with a less computational
cost. Therefore, our method also employs dilation blocks. However,
dilation convolutions will also be harmful for partial convolution
because the mask shrinks too fast, which will generate artifacts for
the missing regions.

To keep the large receptive field and avoid fast mask shrinkage,
we get inspired by previous exemplar-based methods [9, 22], which
assign priorities for the pixels and fill them in order according to
the assigned priorities. We also assign priorities and only allow the
mask shrinkage for the pixels with higher priorities. Our designed
priority also leverages the gradient information. Specifically, the
priority for pixel x is defined as:

px = sum(Mx ) × (nx · ∇I⊥x ), (12)

where px is the priority at pixel x , sum(·) and Mx are defined as
the same in eq. 9, nx is the normal vector of the mask border and
∇I⊥x is the normal vector of gradient. Specifically, ∇I⊥x is calculated
by the normal vector for the channel-wise mean of the gradient
feature map ∇I in GAI-Block. nx is the normal vector for the mask
border, which is calculated by the gradient of the mask. Note that
the mask only contains binary values; if we directly calculate the
normal vector, there will be only 9 possible normal vectors. Hence,
we first calculate the 3 × 3 windowed average of the mask centered
at x then calculate the nx based on this smoothed mask.

This priority is the product of two parts: the first part is sum(Mx ),
which calculates the number of pixels that are available for the
current pixel. It is natural to fill the pixels with more contextual
knowledge first so that the pixels with higher sum(Mx ) should have
higher priorities; the other part is nx · ∇I⊥x , which calculate the
overlapping ratio of the normal vector of gradient and the mask
border. The pixels with a higher value of nx · ∇I⊥x are more likely to
be from informative regions such as the edges on the mask border.

After using pmax
i to denote the highest priority for the feature

map generated by the block Gi , we will only allow the pixels with
priorities higher than δ · pmax

i , in which δ is a hyper-parameter
to control the speed of mask shrinkage and we set δ = 0.4 for our
model. Similar to eq. (8), we have:

m′ =

{
1 if sum(Mx ) > 0 and px ≥ δ · pmax

i ,

0 otherwise .
(13)

Here we only update the mask shrinkage process, the feature propa-
gation process in eq. (9) will remain the same. In fact, (9) is a special
case of (13) when δ = 0.

Note that px = 0 for these pixels are not on the mask border,
which means x is inMx or sum(Mx ) = 0. In Figure 1, we show an
example comparison between partial convolution (w/o MSP) and
our proposed mask shrinkage method. As we can see, the image
generated by partial convolution may contain artifacts inside the
holes. While with the mask shrinkage, we can fill the holes more
consistently with the background.

In Figure 4, we show an example process of mask shrinkage with
the priority we defined. The masked area with higher structural
knowledge (e.g. borders or lines for the small house, the texture of
the leaves) and contextual knowledge (mask border) are filled first.
With this priority, our proposed model fills the holes with both
perfect structure and plausible context.

3.5 Implement Details
Our proposed model is implemented in TensorFlow. The network is
trained using 256 × 256 images with a batch size of 8. The model is
optimized by Adam optimizer [21]. Learning rate is set to be 10−4.
The model is trained with 106 iterations. For discriminators, we
use gradient penalty [14] and spectral normalization layers [28] to
make the training of GAN fast and stable. The number of channels
for the output of the first convolution block is 64 for I and 128 for ∇I.
The number of channels will be doubled after each downsampling
layer and reduced by half after each upsampling layer.

4 EXPERIMENTS
4.1 Datasets, Masks and Evaluation Metrics
Our proposed model is evaluated on the datasets CelebA-HQ [20,
26], Places2 [48]. Following the evaluation in [29], we evaluate all
the methods on 5 sets that each of them contains 10000 images ran-
domly sampled from the test set of each dataset, and the results are
averaged. For training, we follow the standard training split of the
datasets. Results are compared against the current state-of-the-art
methods, both qualitatively and quantitatively. In our experiments,
we focus on irregular image masks, which are provided by Liu et
al. [24]. Irregular masks are augmented by introducing four rota-
tions and a horizontal reflection for each mask. They are classified
based on their sizes relative to the entire image in increments of
10% (e.g. 0-10%, 10-20%, etc.) with the maximum ratio being 60%.

For quantitative comparison, we adopt the following four eval-
uation metrics: relative l1, Structural Similarity (SSIM) [37], Peak
Signal-to-Noise Ratio (PSNR), and Frechet Inception Distance (FID)
[15]. The first three metrics assume pixel-wise independence, which
may assign favorable scores to perceptually inaccurate results.
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Table 1: The results of our proposed model and other state-of-the-
art methods on dataset Places2. The best result of each row is in
boldface. † Results are taken from [24].

Metric Mask GL [17] CA [44] EC [29] PC † [24] Ours

l1(%)

0-10% 0.87 0.96 0.56 0.49 0.59
10-20% 2.24 2.15 1.42 1.18 1.18
20-30% 4.17 3.87 2.56 2.07 2.04
30-40% 6.29 5.76 3.84 3.19 3.04
40-50% 8.48 7.78 5.33 4.37 4.26
50-60% 10.46 10.12 7.68 6.45 6.42

SSIM

0-10% 0.962 0.968 0.982 0.946 0.989
10-20% 0.897 0.912 0.950 0.867 0.967
20-30% 0.804 0.830 0.900 0.775 0.931
30-40% 0.703 0.740 0.839 0.681 0.883
40-50% 0.607 0.647 0.765 0.583 0.819
50-60% 0.511 0.536 0.638 0.468 0.694

PSNR

0-10% 29.67 31.23 33.58 33.75 35.97
10-20% 24.47 25.37 28.06 27.71 30.26
20-30% 21.12 21.81 24.85 24.54 26.79
30-40% 18.93 19.55 22.67 22.01 24.38
40-50% 17.41 17.95 20.88 20.34 22.37
50-60% 16.52 16.47 18.79 18.21 19.89

FID

0-10% 3.09 1.48 0.75 - 0.65
10-20% 9.39 4.83 2.25 - 2.04
20-30% 20.72 11.94 5.08 - 4.72
30-40% 35.65 22.11 9.50 - 8.70
40-50% 50.92 33.99 16.34 - 14.28
50-60% 53.29 41.78 29.22 - 24.94

While FID measures theWasserstein-2 distance between the feature
representations of real and inpainted images using a pre-trained
Inception-V3 model [33], which is a popular perceptual metric to
evaluate the quality of synthesized images.

4.2 Quantitative Results
In Table 1 and 2, we report the results of our method and the state-
of-the-art baselines on scene recognition dataset Places2 [48] and
facial expression dataset CelebA-HQ [26]. We select four state-of-
the-art deep image inpainting methods: Global and Local (GL) [17],
Contextual Attention (CA) [44], EdgeConnect (EC) [29], and Partial
Convolution (PC) [24]. For CA and EC on both datasets and GL
on the Places2 dataset, we obtain their results using their officially
released source code or trained model for a fair comparison. Note
that GL does not release the trained model for the CelebA-HQ
dataset or training code, so we use the results of GL on the CelebA-
HQ dataset reported in [29]. For PC, neither the trained models on
two datasets nor the source code is available, so we simply copy
their reported results on the Places2 dataset in [24].

As we can see, our proposed method outperforms all state-of-the-
art methods except for relative l1 when the mask is tiny. Especially
when the holes in the images are large, our method shows superior
performance.

4.3 Qualitative Results
In Figure 6 and 7, we show the qualitative comparisons between
our methods and other state-of-the-art methods on Places2 and
CelebA-HQ dataset (see Supplementary for more results).

Table 2: The results of our proposed model and other state-of-the-
art methods on dataset CelebA-HQ. The best result of each row is in
boldface. † Results are taken from [29].

Metric Mask GL† [17] CA [44] EC [29] Ours

l1(%)

0-10% 0.91 0.70 0.33 0.48
10-20% 2.53 1.45 0.86 0.86
20-30% 4.67 2.54 1.64 1.49
30-40% 6.95 3.84 2.55 2.18
40-50% 9.18 5.43 3.67 3.03
50-60% 11.21 7.88 5.79 4.58

SSIM

0-10% 0.947 0.983 0.992 0.994
10-20% 0.865 0.954 0.977 0.982
20-30% 0.773 0.910 0.951 0.963
30-40% 0.689 0.855 0.916 0.939
40-50% 0.609 0.788 0.868 0.906
50-60% 0.560 0.683 0.770 0.836

PSNR

0-10% 30.24 33.81 37.47 38.19
10-20% 24.09 28.52 31.88 32.92
20-30% 20.71 25.08 28.31 29.53
30-40% 18.50 22.64 25.81 27.17
40-50% 17.09 20.62 23.67 25.13
50-60% 16.24 18.43 20.82 22.49

FID

0-10% 16.84 1.00 0.24 0.22
10-20% 58.74 3.64 0.81 0.64
20-30% 102.97 9.27 2.02 1.43
30-40% 136.47 17.76 3.69 2.54
40-50% 163.95 30.58 6.48 4.24
50-60% 167.07 43.90 12.74 7.44

As we can see, for Places2 dataset, CA and GL fail to synthesize
the images with reasonable structure and consistent color. EC per-
forms better, but may also have some small failures like that in the
second row. EC also provide results with some observable color
discrepancy. Compared with EC, which are using edge informa-
tion to guide inpainting, our method can provide images without
watermark like color discrepancy in the masked area. Thus, we
conjecture that gradient information might be more helpful for
image inpainting compared with edge information.

For CelebA-HQ dataset, all of the other methods fill the holes
with artifacts and fail to generate realistic faces. While our proposed
method provides plausible faces even when the masks are large.
In Figure 7 we show our results on face dataset CelebA-HQ. We
can see that our method can provide plausible images with a stable
structure of the faces.

4.4 Ablation Studies
In this section, we conduct ablation studies for our proposedmethod
and compare with the following special cases: 1) full: our full-
fledged model; 2)w/o grad: remove the gradient inpainting task by
setting λ∇I = 0 in eq. (7); 3) edge: replace the gradient inpainting
task with the edge inpainting task, in which the edge map is gen-
erated by Canny edge detector; 4) w/o MSP: without using mask
shrinkage priority by setting δ = 0 in eq. (13); 5) w/o GAI-Block:
replace GAI-Block with vanilla partial convolution by removing
the gradient feature map ∇Ik in eq. (3) and calculating the mask
shrinkage priority based on the gradient of image feature map; and
6) w/o CA: remove the branch containing the context attention
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Oringinal Masked δ = 0 δ = 0.2 δ = 0.4 δ = 0.6 δ = 0.8 δ = 1

Figure 5: Effects of mask shrinkage with different choices of threshold δ .

Original Masked CA [44] GL [17] EC [29] Ours

Figure 6: The visual comparison results on Places2.

Original Masked CA [44] EC [29] Ours

Figure 7: The visual comparison results on CelebA-HQ.

layer. We evaluate our special cases on the Places2 dataset with
six groups of mask ratios and report the averaged results over six
groups based on four evaluation metrics. The other experimental
settings including hyper-parameters are the same as in Section 4.2.

The results of our special cases are reported in Table 3, from
which we can see that our full method outperforms w/o grad,
edge, and w/o GAI-Block, especially based on FID. These results
demonstrate the benefit of gradient inpainting task as well as the
information fusion between gradient feature map and image feature
map. Our full method is also better than w/o CA, which shows

Table 3: The results of ablative studies for Places2 dataset. The best
result of each column is in boldface.

Metric l1 SSIM PSNR FID

full 2.92 0.881 26.61 9.22
w/o grad 2.93 0.875 26.38 10.36
edge 2.95 0.880 26.55 9.89

w/o MSP 2.89 0.870 26.55 11.31
w/o GAI-Block 3.18 0.852 25.80 13.89

w/o CA 3.02 0.880 25.90 10.37

that it is helpful to use two branches to focus on reconstructing
image content and image structure separately.

By comparing w/o MSP with full, The l1, SSIM, and PSNR re-
sults of w/oMSP are close to fullwhile the FID results drop sharply,
which proves that mask shrinkage priority can significantly im-
prove the overall quality of the generated images.

In Figure 5, we show the impact of different thresholds δ in eq.
(8). It can be seen that the generated image is blurry when δ is
small while the holes are filled with artifacts when δ is large. In
our experiments, we use δ = 0.4 as the default value, which can
generally achieve satisfactory performance.

5 CONCLUSION
In this paper, we have proposed a novel image inpainting frame-
work GAIN, which uses image gradient information instead of
edge information to facilitate image inpainting. In this framework,
we have formulated a multi-task learning framework which per-
forms image inpainting and gradient inpainting simultaneously.
We design novel GAI-Block to encourage the information shar-
ing between the gradient map and feature map. Gradient map is
also used to determine the filling priorities of pixels to guide the
mask shrinkage process. Experimental results on public datasets
CelebA-HQ and Places2 show that our proposed model can fill the
holes with plausible semantic structure and consistent color to the
background regions.
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